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• Goal: Learning rich representations from unlabeled images

• Two recent directions of Self-Supervised Learning: 

1. Pull two augmentation of the same image closer (e.g., MoCo, BYOL)

2. Cluster similar images together (e.g., SwAV, DeepCluster, SeLA)

• We are interested in an SSL method that groups similar images together without:

• explicit clustering

• contrasting between data points or clusters

Key Idea

• Inspired by mean-shift algorithm, we pull a data point closer toward not only its 
other augmentations but also its nearest neighbors (NNs)

• No explicit clustering, so no priors on the shape, size, of number of the clusters

• No contrast between different images or even cluster centers

Augmentation Strategies
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• Two augmentation options for training: 
• Weak Augmentation: Random Resize Crop + Random Horizontal Flip
• Strong Augmentation: Weak augmentation + Random {Blur , Color Jitter , Gray Scale} 

• Our observation: Strong augmentation makes target image unnatural, leading to noisy kNN results
• Purity is defined as: percentage of kNNs with the same label as the target
• MSF(W/S): Use weak augmentation for target and strong augmentation for online encoders

• Our method outperforms SOTA with more than 2 points in ResNet50 
with similar training computation budget (256 batch size, 200 epoch)

• It outperform BYOL with more than 6 points when using weak 
augmentation only
• Suitable for applications with no obvious augmentation options, e.g., 

in medical domain

• t-SNE of different checkpoints in our method for 10 class of ImageNet
• Our method learns to cluster semantically similar images together.

Results

Code
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Forward the second view through 
the Online Encoder followed by 

Prediction Head to get the Query

• Our method outperforms SOTA in transfer learning (10 dataset)

Motivation
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Get the k-nearest 
neighbors of the 

Target
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Mean-Shift: Pull the Query to 

be close to Target and its 
nearest neighbors
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Optimize the loss and update 

the Online Encoder using 
gradient decent.

6
Update the Teacher Encoder as 

the moving average of the 
Online Encoder.

https://github.com/UMBCvision/MSF

Target Encoder Online Encoder

• Forward them through both Target and Online encoders : 

• Optimize the Online Encoder using following loss:
• We use Cosine distance for and kNN

Method

• Augment image     twice:            and  

Prediction Head

• Let                   be k-nearest neighbors of      in a set that includes

Ranked nearest neighbors


