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Motivation

 Learningrich representations from unlabeled images

 Reducing the gap between supervised and self-supervised learning (SSL)
for smaller models (e.g., MobileNet)

* Compressing a rich SSL model to a smaller one to enable learning at the
edge for preserving privacy
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* Train a high-capacity model using an off-the-shelf self-supervised method
and compress it to a small model

* Each data point should have the same relationship with its neighbors in
both teacher and student embeddings.

Method

e Capture the similarity of each data point (query) to the other training data
(anchors) in the teacher’s embedding space f:

Query point Anchor point

ea:p(f?q)Tf(@j;T)
Zj exp(f(q)Tf(a;)/T)

* Do the same on the student’s embedding space g .
* Define the loss for a particular query point as the KL divergence between the
probabilities over all anchor points under the teacher and student models:

p‘i(Q: a, f) —

L=KL(p(g.a, f) || p(g.a,qg))

e We optimize the student by minimizing the summation of L over all images

* Equal contribution
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~ Student Encoder
e.g., Alexnet
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Images
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Train the student to minimize
the KL divergence between
the two distributions.

Get the same
distribution for the
student as well.

Convert the similarities to a
probability distribution over
anchor points.

Compare each query
image with a random
set of anchor points.

* Ours-2q : Use a separate memory bank for teacher and student to decouple the embeddings.

* Ours-1q : Use the teacher’s anchor points in calculating the similarity for the student model.

Results

K-means on our AlexNet embeddings (k = 1000)
Each row is a cluster
No cherry-picking: random images from random clusters

Comparison with other compression methods

Teacher MoCo ResNet-50 SwAV ResNet-50
, , , . Student ResNet-18 ResNet-18
 Our method is better than other compression methods by a large margin across 3 different " N oA " N~ Ca
evaluation benchmarks and 2 different teacher SSL methods. mear S
* For the first time, a self-supervised AlexNet outperforms supervised one on ImageNet classification Teacher 0.8 57.3  34.2 7.6 60.7  27.6
 We reduce the gap between supervised and SSL in smaller models Supervised 69.8  63.0 44.9 69.8 63.0 44.9
* Alinear classifier on our embeddings outperforms finetuning SSL methods on small ImageNet CC 61.1 51.1 252 60.8 51.0 298
CRD 58.4 43.7 174 D8.2 44.7  16.9
AlexNet ) Reg-BN 08.2 473 27.2 60.6  47.6 208
ResNet-50 Ours-1q 62.6 53.5 33.0 65.6 56.0 26.3
Method ImageNet Places PASCAL VOC Method ImageNet
e top-1 top-1 Cls. (mAP) Det. (mAP) J top-1 — —
| op- op-
Sup. on ImageNet  56.5 (f7) 394 (c4) 79.9 (all) 59.1 (all) Sup. on ImageNet  76.2 (L5) Method 1%  10% 1%  10%
Context 31.7 (c4) 32.7 (c4) 65.3 (all) 51.1 (all) SimCLR 69.3 (L5) . . Supervised 25.4  56.4 484  80.4
Jigsaw 34.0 (c3)  35.0 (c3) 676 (al)  53.2 (all) MoCo 71.1 (L5) Comparison with ——
Counting 34.3 (c3) 363 (¢3)  67.7 (all)  51.4 (all) InfoMin 73.0 (L5) other SSL methods Al layers are fine-tuncd.
RotNet 38.7 (c3)  35.1 (¢3) 73.0 (all) 54.4 (all) BYOL 74.3 (L5) on small labelled I;llsf‘;]El&c - - ?gg ;;g

. . . . = - - t) . .
DeepCluster 39.8 (c4)  37.5 (c4) 73.7 (all) 55.4 (all) SwAV 75.3 (L5 ImageNet for SnCLR 183 656 Ths 878
RFDecouple 44.3 (¢5)  38.6 (cH) 74.7 (all) 58.0 (all) Ours-1q 71.9 (L5) .

‘ * ‘ ‘ 5 ResNet-50 BYOL 3.2 688 784 89.0
SelLa 44.7 (c5) 379 (c4) 77.2 (all) 59.2 (all) : SwAV 20 702 785 80.9
MoCo 45.7 (f7)  36.6 (c4)  T1.3 (I8) 55.8 (all) i oW o : - ;
Ours-2q .- 57.6 (f7)  40.4 (cb) 79.7 (18) 58.1 (all) Only the linear layer is trained.
Ours-1q 4 59.0 (f7)  40.3 (c5) 76.2 (IR) 59.3 (all) iCompressed from S'mCLR;@ ...................................................... Ours-1q 59.7 67.0 82.3 87.5
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