
• Capture the similarity of each data point (query) to the other training data
(anchors) in the teacher’s embedding space :

• Do the same on the student’s embedding space .
• Define the loss for a particular query point as the KL divergence between the

probabilities over all anchor points under the teacher and student models:
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• K-means on our AlexNet embeddings (k = 1000)
• Each row is a cluster
• No cherry-picking: random images from random clusters

Code

• Learning rich representations from unlabeled images

• Reducing the gap between supervised and self-supervised learning (SSL) 
for smaller models (e.g., MobileNet) 

• Compressing a rich SSL model to a smaller one to enable learning at the 
edge for preserving privacy

Motivation

Method

Key Ideas

• Train a high-capacity model using an off-the-shelf self-supervised method 
and compress it to a small model

• Each data point should have the same relationship with its neighbors in 
both teacher and student embeddings.

• We optimize the student by minimizing the summation of      over all images 
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• Our method is better than other compression methods by a large margin across 3 different 
evaluation benchmarks and 2 different teacher SSL methods. 

• For the first time, a self-supervised AlexNet outperforms supervised one on ImageNet classification
• We reduce the gap between supervised and SSL in smaller models
• A linear classifier on our embeddings outperforms finetuning SSL methods on small ImageNet

• Ours-2q : Use a separate memory bank for teacher and student to decouple the embeddings. 

• Ours-1q : Use the teacher’s anchor points in calculating the similarity for the student model.
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